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	Abstract

This document describes the set of tests which will be carried-out to validate for operation the machine protection aspects of the LHC Beam Loss Monitor system. The area concerned by these tests extends over the whole LHC machine for each of the two LHC beams.
These tests include Hardware Commissioning, machine check-out and tests with beam. 
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Introduction

The beam loss monitor system protects LHC tunnel equipment against damages and the super-conducting magnets against quenches from energy deposition by the beams. Besides the fast beam position interlock system in IR6, it is the only system that is capable of removing its USER_PERMIT in the event of losses occurring on the time scale of a few turns. For losses of longer durations the quench protection system is also able to initiate a beam dump and complements the BLM system’s protection role.
1. Scope

This document covers the tests which will be carried out to validate the operation of the MPS relevant components of the Beam Loss Monitor (BLM) system and the relation to the machine protection system (MPS) for LHC beam 1 and 2. The area concerned by these tests is the whole LHC ring and the beam dump lines TD62 and TD68. The equipments concerned are the beam loss monitoring electronics BLE (BLEB, BLECF, BLECS, BLERX, BLETC, BLETX), and the monitors in the ring BLM (BLMEI, BLMES, BLMQI), in the dump lines BLMDI and BLMDS (32 per beam), and direct dump monitors BLMPS (2 per  beam). Tests specific to the BLMD and BLMP are described in the MPS commissioning specification of the LHC Beam Dumping System [1]. For the equipment codes and naming conventions see [2].
2. Purpose

This document describes the procedures which will be applied for these tests and their sequence.
Each test in the test list has in front one of the following letters, defining at which interval or at which occasion the described test needs to be repeated (in the column labelled Repetition):

	N
	Not to be repeated

	S
	To be repeated after every Shutdown

	P
	Periodical repetition required, like 1 x per month; details to be defined in text 

	O
	To be repeated when LHC optics is changed

	X
	To be repeated when crossing scheme is changed


This document is meant to be the reference document for the checklist which will be used during the commissioning of the MPS. Results of the tests will be documented in the MTF database.

3. The layout

The BLM system includes some 4000 monitors (3700 Ionisation Chambers [IC] and 280 Secondary Emission detectors [SE]) distributed around the machine. The BLM system measures the secondary shower particles created by protons or ions impacting on the vacuum chamber outside of the cryostat and of the vacuum chamber.  When the loss monitor signal is over a pre-defined threshold, the BLM system triggers a beam dump to protect against damage of equipment and prevent quenches of magnet coils.

The derivation of the thresholds is based on a combination of simulations (loss maps, secondary shower development, quench level, detector response) and experimental validation of the simulation results [3]. These dependencies are schematically depicted in Figure 1. 
The thresholds are stored in the form of two-dimensional tables with 12 time intervals ranging from 40 s to 84 seconds and with 32 energy intervals. The time intervals are

· 40 s, 80 s, 320 s, 640 s 
(refreshed every 40 s), 

· 2.56 ms, 10.24 ms 


(refreshed every 80 s), 

· 81.92 ms, 655 ms 


(refreshed every 2.56 ms), 

· 1.31 s, 5.24 s 


(refreshed every 82 ms), 

· 20.97 s and 83.89 s 


(refreshed every 655 ms).  
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Figure 1: Schematic view of the signal flow of BLM system from the particles losses to the user permit signal state.

To achieve the required system reliability and safety, some of the tests presented in this document have to be repeated at regular intervals [4], most likely before LHC injection period. 

3.1 Acronyms

The following abbreviation will be used throughout this document:

· BLETC (TC) : Threshold comparator card (back end electronics in surface building)

· BLECS (CS) : Combiner and Survey card (back end electronics in surface building)

· CIBU:

 Hardware user interface to BIS (Beam Interlock System)

· FEC:

 Front End Computer (in the VME crate).
4. Tests performed during the hardware commissioning
This part describes the tests which are performed during the BLM related part of the machine protection system commissioning. Most of these tests verify the correct functioning of the “BLM System Tests”.

4.1 “BLM system tests”
The “BLM System Tests” are described in detail in Ref. [5].  A successful completion of all the tests ensures correct implementation and integrity of the BLM system. The frequency of these BLM tests is either A) before each start-up, B) before each fill or C) continuously during data taking.

The LHC beam loss monitors are foreseen to be hardware commissioned during the electronics installation phases. Independent tests of each monitor and each channel will be made by the BLM section of the Beam Instrumentation Group to validate the connectivity and the topology of the system. All these tests are referenced in the MTF database and described in Ref [5].

The regular tests which are performed before each injection period (or start of fill) are executed by the LHC sequencer program. The test results (OK or NOT OK) are sent back to the BLM system (to the CSs). If the test failed, the USER_PERMIT of the corresponding BLM crate is kept FALSE. The latest test results are re-published by the BLM FESA devices and are part of the BLM system logging data. 
The following tests are performed before each fill/injection period:

· A high voltage modulation test (BLM test 710 “HV modulation”).

· An acquisition chain test using a test signal of 100 pA (BLM test 711 “100 pA”)) that is detected with the 1.3 second running sum.
· A USER_PERMIT transmission test between comparator and CSs (BLM test 331 “TC to CS transmission”). This tests affects both A and B path of the USER_PERMIT at the same time for maskable and unmaskable channels.
· A USER_PERMIT transmission test between last CS card in the rack and the CIBUs (BLM test 332 “CS to CIBU transmission”). This test will be triggered automatically as part of the BIS system test where the A and B paths will be checked independently for maskable and unmaskable channels.
· A threshold matrix (inter alia) comparison between HW and DB (BLM test 330 “TC & CS vs DB comparison”), the so-called ‘MCS’ (Management of Critical Settings) online check.
The BLM system (each CS) measures the time interval that has elapsed since the last successful test. When the interval reaches a value T1 (currently T1=12h) a warning is issued (LASER console). The warning flag is logged in the logging database. When the interval reaches a value T2 (currently T2=24h), the BLM system forces a test by setting the USER_PERMIT to FALSE as soon as the BEAM_INFO signal switches to FALSE (which indicates that a dump has been triggered and that there is no beam). A test must be executed successfully to restore the USER_PERMIT to TRUE.
The following tests are performed continuously during the operation period. A failure of any of these tests leads to a beam dump request, the only exception being the “beam energy reception test”, where a failure leads to the thresholds being set to the values for 7 TeV (minimum threshold values):
· An acquisition chain test using a 10pA test signal (BLM test 712 “10 pA”) that is checked directly in the tunnel card. (A status flag is raised if there is no count within 100s; the status flag is caught by the TC.)
· A continuous check of the connectivity up to the surface card based on the double optical line (two independent fibre connections).
· “Channel assignment”, continuous channel and card assignment check.
· A continuous integrity check of the on-board memory that holds the thresholds and settings tables (performed by the FEC, currently once per minute). Failure of the test can create an alarm and/or a beam abort request (to be decided).
· “Beam Energy reception” test (BLM test 350). Failure of this test gives an alarm (and sets the beam energy to max. value).
4.1.1 Conditions required to perform tests

· Interconnection of cryostats performed in the sector.

· Installation of front-end mini-racks, crates and fan unit.

· Optical fibres terminated.

· BLM detector installed.

· High-voltage and signal cables connected.

· BLM electronics installed.
4.1.2 Conditions during the tests
The test conditions listed for each test separately in chapter 5.1.3 are defined as follows:

1. 240 V power in tunnel, optical fibres connected,  Ethernet access =  env I

2. 240 V power in tunnel, optical fibres connected,  Ethernet access and area closed for source test = env II
3. 240 V power in tunnel, optical fibres connected,  Ethernet access  and  connection to the beam interlock system = env III
4. LHC control system core operational = env IV
4.1.3 Description of the tests
The following tests are performed after a shutdown (S) to verify that the BLM test procedures are conform to specification. 

The tests must be repeated whenever there is any change of firmware.

The correspondence between BLM test number from ref. [5] and MTF DB test numbers are given in the table below.

	BLM test no. from ref. [5]
	BLM MTF DB test

	710
“HV modulation”
	MTF 40-BLM: check the connectivity up to the surface card before every fill.

	711
“100 pA”
	MTF 30-BLM Property1: acquisition chain test via test signal (100pA/1.3 sec run.sum).

	712
“10 pA”
	MTF 30-BLM Property2: acquisition chain test via test signal (10pA/84 sec run.sum).

	720
“radioactive source”
	MTF 50-BLM: acquisition Chain test with radioactive source.

	730
	MTF 70-BLM: EMC test.

	330

“TC & CS vs DB comparison”
	MTF 60-BLM Property1: threshold/Ch matrix test.

	340

“remove beam permit”
	MTF 60-BLM Property2: Verify that each threshold comparison can remove the USER_PERMIT

	331
“TC to CS transmission”
	MTF 60-BLM Property3: USER_PERMIT check BLETC to BLECS.

	332
“CS to CIBU transmission”
	MTF 60-BLM Property4: USER_PERMIT check BLECS to CIBU.

	350
“beam energy reception”
	MTF 80-BLM: beam energy reception test.


	
	Rep.
	Action
	Test

condition

	1
	S
	High voltage modulation test (BLM test 710), checks the connectivity up to the surface card before every fill.

1) Test the functionality of the T1 and T2 counting (warning issued and USER_PERMIT set to FALSE).

2) Test that the limits for “test OK” are correct, can be done for all channels at the same time: 

· Reduce and increase accepted min/max gain value locally (verify that USER_PERMIT to FALSE when test fails).

· Check that each monitor goes to “failed” (check of firmware: is the comparison of the measured gain to the accepted gain correct).

All tests to be applied on all crates.
	env I

	2
	S
	10pA signal monitoring (BLM test 712), acquisition chain test via 10pA test signal (one count within 100 s).
1) Test that the limits for “test OK” are correct: reduce and increase bias voltage below and above threshold (verify that the test fails and that the USER_PERMIT is to FALSE). 
Laboratory test on one card for each firmware.
	

	3
	N
	Double optical line comparison: continuous check of the connectivity up to the surface card.

1) Force input through all the parameter space of the decision matrix and verify that the correct answer is given.
Laboratory test on one card for each firmware.
	

	4
	S
	100pA signal test (BLM test 711). The bias current is increased by 100 pA and the 1.3 second running sum is measured and checked. 

1) Test the functionality of the T1 and T2 counting (verify that warning issued and USER_PERMIT set to FALSE).
To be applied to all crates.

2) Verify that the test can be failed (by artificially increasing the bias current).

Laboratory test on one card for each firmware.
	env I


	
	Rep.
	Action
	Test

condition

	5
	S
	Radioactive Source Test [5]; functional test of full acquisition chain (BLM test 720, Acquisition chain test by a radioactive source):

· Create a signal on the ionisation chamber with a radioactive source.
· Check the presence of signal in the corresponding DAB card.

To be done for every ionization chamber.
	env II

	6
	S
	EMC test (BLM test 730) based on the 40s and 1.3s running sums.

· Observe noise level.

· Switch on/off possible interference sources (motors, kickers, PCs …).

To be verified for every ionization chamber.
	env III 

	7
	S
	Beam Energy Reception test (BLM test 350)

· Disconnect CISV input cable (observe error in toggle bit) and verify that energy is set to FFFF (max. energy).

· Disconnect CISV output cable (observe lost packets) and verify that energy is set to FFFF (max. energy).

To be done for every BLECS.
	env III 


	
	Rep.
	Action
	Test

condition

	8
	S
	TC & CS versus DB comparison (BLM test 330, which is a comparison performed through the MCS online check).
1) For each crate, test the functionality of the T1 and T2 counting (verify that warning issued and USER_PERMIT set to FALSE if the MCS check has not run within the T1 and T2 time periods, respectively).

To be applied to all crates.
2) Selective test procedure of the parameter space: Thresholds (16 channels, 12 integration time intervals, 32 energies), names, DCUM, mask tables, connection tables, etc).
· 
· Change parameter value in BLETC (do not update data base) and observe the detection of the disagreement between BLETC value and MCS data base (verify that USER_PERMIT to FALSE when test fails).
~ 10 checks per crate.
	env IV



	9
	S
	Test of “remove beam permit”; Tested all 16 channels, all 12 running sums and all 32 energy values of one TC.
· In the TC, for each channel, each running sum (at each energy) is brought above the abort threshold (increasing the signal and/or lowering the threshold value). Check if firmware correctly identifies the channel above threshold.

Laboratory test on one card for each firmware. Additionally possible to apply to all TC (min. 16 days for exhaustive test)
	

	10
	S
	USER_PERMIT transmission from all TCs to the last CS (BLM test 331).

1) For each crate, test the functionality of the T1 and T2 counting (verify that warning issued and USER_PERMIT set to FALSE)

2) Verify with the data stored in the logging database the sequence (frequency ~ 0.5 Hz) of the test on one octant.

To be done for every BLECS.
	env III

	11
	S
	USER_PERMIT transmission from last CS card of each rack to CIBU (BLM test 332).

Functionality tested with BIS, EDMS 889281.

To be done for every USER_PERMIT/CIBU.
	env III


4.1.4 Status of the system after tests

After these tests, the hardware is fully installed, cables are connected to the monitors and to electronics; fibre link and digital acquisition are operational. The logic of the interlocks has been checked and the system is ready to be tested with the beam interlock system.

5. Link to other equipement
The interfaces listed in this paragraph concern only the ones in relation with the Machine Protection System; it does not describe any procedures to test the interfaces to protect individual equipment but only summarise the logic applied in the design. 

5.1 IntErfaceS with the Beam Interlock system
5.1.1 SIGNALS between BLM SYSTEM and Beam INTERLOCK SYSTEM

· The BLM system produces interlock signals based on the signal of each monitor. The interlocks of one sector are concentrated in 2 USER_PERMITs: one is connected to a maskable and one to an unmaskable BIS input. 
· The BEAM_INFO signal distributed by the BIS is used to ensure that there is no beam before starting the periodic tests.

· The beam energy is used to adapt the loss monitor thresholds. The signal is received by the timing system via the CISV VME module (see test 5.1.3.7).

5.1.2 Conditions and sequence for a beam dump
The BLM USER_PERMIT is set to FALSE if:

· One of the 12 running sums of any connected channel is over the corresponding threshold.

· The comparison of the thresholds table loaded in the FPGA with the table stored in the database has failed.

· One of the periodic or continuous tests (see chapter 5.1) has failed on any of the channels.

· The BLM system is in test mode.
· The BLM system is in 'update' mode (i.e. firmware or tables update is under deployment).

· VME backplane daisy chain open as a result of wrong configuration 
(e.g. one or more of the VME modules: 
· have been removed, disconnected or failed
· do not have a firmware loaded
· have not been initialised.)


[image: image2]
Figure 2: Schematic view of beam permit, beam info and beam energy flow.
5.2 interface with the beam dumping system
Direct interlocked monitors are the last protection in case of failure of the standard BLM system or of the BIS. There are two monitors per beam, one on the TCDQ and one on the TCSG. The threshold-signal comparison for the beam dump is done by comparing the voltage which is proportional to the losses with a reference voltage. The reference voltage adjustment can only be done with an access to the tunnel.

6. System tests during the machine checkout
When the individual system tests, described in the previous sections, have been successfully completed, the integral system should be tested from the CERN Control Centre (CCC), simulating as much as possible future operations with beam. 
6.1 Conditions required to perform tests

· Successful completion of the individual tests of BLM system sector by sector.

· Logging system operational

· LHC control system core operational

· BIS operational

· Beam energy generation and distribution operational
· Threshold management and BLM applications operational
6.2 Description of the tests
	
	
	Action

	1
	S
	Test of the transmission time of USER_PERMIT.

· The BLM system sets its USER_PERMIT to FALSE (using the toggle functionality of BLM system).
· The delay between the BLM setting its USER_PERMIT to FALSE and the signal arrival at the BIC and if possible also at the dump system is recorded (time stamps in the logging DB).
The test must be performed on at least one BLM per sector. Results are to be documented in MTF.
Time estimate: 30’ x 8 (sectors)


	2
	S
	Test the change of the threshold value with the beam energy signal.

· The main dipoles circuits in sectors 45, 56, 67 and 78 are ramped from injection to physics energy (7 Tev or less).
· The logging of beam energy and threshold values is checked in the data logging.
Time estimate: 1h



6.3 Status of the system after the system tests

After these tests, the complete acquisition system is commissioned for each octant.

7. Tests with beam

A number of tests must be performed on the BLM system with beam to ensure that the threshold settings and the reaction times are adequate. The tests are foreseen with very low beam intensities (-well below the estimated damage levels).

7.1 Basic BLM system functionality

The first and most basic test verifies the correct functioning of the entire BLM BIS-LBDS systems chain by provoking very small losses. 
7.1.1 Conditions required to perform tests

· The impact conditions of the beam must be known to be able to perform comparisons with simulations.

· The optics must be known (measured and/or corrected).

· The transverse emittances must be measured.

· The orbit should be well corrected (< 3 mm) and measured.

· Beam energy: 450 GeV.

· Beam intensity: probe bunch of 2-5(109 p+.
· Test #2 requires two accesses to the LHC tunnel.
	
	
	Action

	1
	S
	MPS functionality of the BLM with beam

· Decrease thresholds to very low value (trim application).

· Create local bump to provoke local losses. 

· Increase the bump amplitude until the BLM system triggers (respectively lower the threshold further).

· Measure delay between the time where the loss signal exceeds the threshold and the time of the beam dump (time stamps in logging DB).
Time estimate: 2h

	2
	S
	Test interface of direct BLMs with the beam dumping system (same test as 7.3.4 of [1]).

· Reduce the voltage setting of the abort threshold.

· Dump the injected beam on the collimator TCDQ and TCSG (with local bump).
· Record the beam dump.
· This test must be repeated for each beam and for both TCDQ and TCSG.

· From the amount of lost beam and the threshold setting, deduce the nominal threshold setting.
Time estimate: 2h (without the two accesses: could be scheduled during injection tests)


7.2 BLM thresholds and quench level

A second test verifies that the BLM thresholds are adequate to protect the superconducting magnets against quenches. This test must be performed for fast and slow losses. It must ideally be repeated for different types of magnets.

7.2.1 Conditions required to perform tests

The impact conditions of the beam must be known to be able to perform comparisons with simulations.

· The optics must be known (measured and/or corrected).

· The transverse emittances must be measured.

· The orbit should be well corrected (< 3 mm) and measured.

· Beam energy: 450 GeV.

· Beam intensity: single bunch of 2(109 p+ to 1(1011 p+.
· BPM data logging available. 
· Post-mortem recording of the QPS system must be operational.
· Post-mortem recording must be operational for the BPM, BLM, BCT and BIS systems for the test on steady state losses.

7.2.2 DESCRIPTION of the tests
The tests have to be performed for one beam only.

The test should be repeated for different classes of magnets (MQM, MQTL, MQ and MB).

	
	
	Action

	3
	N
	Provoked quench for transient losses [6].

· Must be done during injection into an empty ring.

· Initially the bunch intensity is as low as possible (2(109 p).

· The beam is steered into the selected magnet.

· The losses are recorded and compared to the expected quench level.

· The intensity is increased step by step until the magnet quenches.

Time estimate: 1h per magnet

	4
	N
	Provoked quench for steady state losses [6] with circulating beam.

· The beam is slowly ‘bumped’ towards the selected magnet.

· The lifetime is reduced and kept as constant as possible.

· The losses are recorded and compared to the expected quench level.

· The beam is brought closer to the magnet step by step until the magnet quenches.

Time estimate: 1h per magnet


Remark concerning test No 4 (quench with steady state losses):

· Closed orbit bumps always have their larges excursions in the quadrupoles, in particular in the LHC arcs. For that reason it may not be possible to perform the test on a main dipole MB if the MQ with the peak bump amplitude quenches first.

· The steady state quench limits is larger than 10 mW/cm3 at injection, which requires local loss rates of at least 108 p/s at 450 GeV. To maintain such rates in a controlled way over a significant amount of time with a reasonable lifetime (few minutes or more) requires a beam intensity of 1011 p or more.
7.3 BLM thresholds and reaction times in collimation sections

The protection strategy of the LHC against many failures relies on the fact that the collimators are always defining the aperture of the machine. Simulations on several loss scenarios indicate that losses should occur first at the collimators or downstream of the collimation sections. The BLMs at the collimators or downstream of the collimation sections in IR7 and IR3 are therefore the first devices to detect the losses (for fast losses). Typical fast failure scenarios must be provoked with low intensity beams to verify that BLM thresholds and reaction times are adequate. The scenarios that must be tested include:

· Powering failure of RD1.LR1 and/or RD1.LR5.

· Powering failure of selected normal-conducting quadrupoles in IR3 and/or IR7.

· Powering failure of separation dipoles in IR3 and/or IR7. 

The tests must be performed at injection energy and at physics energy. They must be repeated for RD1.LR1 and RD1.LR5 whenever the beta squeezing is reduced significantly.
7.3.1 Conditions required to perform tests
· The beam optics must be in good or reasonable agreement with the model (maximum beta-beating of 30% to 40%).

· The orbit must be well corrected.

· The collimation system must be setup (correct hierarchy primary to secondary).

· The transverse emittances must be measured.

· Beam energy: 450 GeV and 7 TeV (or physics energy).

· Beam intensity: single bunches of appropriate intensity, as low as possible.

· Post-mortem recording must be operational for the PC, QPS, BPM, BLM, BCT and BIS systems.

7.3.2 DESCRIPTION of the tests
The test must be performed for both beams.

The tests must be repeated whenever the beta* is changed significantly.

The test should be repeated for different classes of failures as described above.
	
	
	Action

	5
	S, O
	Threshold and reaction time of BLMs at collimators at 450 GeV.
· A powering failure is initiated on the selected circuit. Any FMCM or powering interlock must be masked to ensure that the BLM system will see the beam loss as first protection system.

· The post-mortem data is analysed to determine the losses, the beam intensity, beam position at the moment when the BLM system removed its USER_PERMIT and at the moment when the beam was dumped.

Time estimate: 1h

	6
	S, O
	Threshold and reaction time of BLMs at collimators at 7 TeV (or physics energy), after sucessful completion of the previous test at 450 GeV.
· A powering failure is initiated on the selected circuit. Any FMCM or powering interlock must be masked to ensure that the BLM system will see the beam loss as first protection system.

· The post-mortem data is analysed to determine the losses, the beam intensity, beam position at the moment when the BLM system removed its USER_PERMIT and at the moment when the beam was dumped.

Time estimate: 1h
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