	[image: image2.wmf][image: image3.wmf]LHC Project Document No.

	LHC-BCTDC-TP-0001.00 rev0.1

	CERN Div./Group or Supplier/Contractor Document No.

	AB-BI

	EDMS Document No.

	751016

	

	

	Date: February 19, 2008


	LHC Project Document No.

	LHC-BCTDC-TP-0001.00 rev0.1

	Page 16 of 29




	LHC-BCTDC-TP-0001.00 rev0.1 AB-BI 751016 2007-06-12 

	Test Procedure

	The commissioning of beam instrumentation in the LHC Sectors

INDIVIDUAL SYSTEM TESTS OF THE LHC Beam Loss [BLM] Monitors

	Abstract

The tests are meant to validate the correct functioning of the LHC Beam Loss Monitors. This document covers:

· The phase of hardware commissioning following installation campaign 
· First-time debugging SW tests without beam

· Self-checks during the consecutive regular cold check-outs of the complete system
· The commissioning with beam following machine start-ups.

The purpose of these tests is to assess and insure:

· The entire acquisition chain from the monitor up to the front end computers
· The data processing and communication using public interfaces
· The quality of our measurement for first operations
Upon termination of these commissioning phases, the LHC Beam Loss monitors should be fully qualified for first operational use.
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1. Introduction

[
Colours in this document:

example for the DC-BCT, to be changed for each instrument

To be reviewed, still unclear

editing comments, to be deleted 
normal generic text which applies to all instruments and can be quick-read. Not many corrections should be needed.

]

Upon installation of the BLM in LHC, a series of commissioning tests will have to be performed by the instrument specialists. The objectives of these tests are:

· Update and verify documentation in MTF

· Eliminate problems as early as possible in order to minimize any impact on LHC schedules

· Establish repeatable test procedures for the hardware, the software, the whole instrument without beam and constraints and the whole instrument under operational conditions with beam

· Ensure a minimal quality and usage under nominal conditions, and a first calibration where appropriate

· Ensure required safety standards

· Quantify the conditions needed for any MD time

After successful commissioning, the instrument is delivered to operations for first usage.

The commissioning does cover instrument performance assessment the instrument is working like defined in the specification. It does not cover the optimisation, upgrades, instrument physics MDs and any cross-calibration: these issues are addressed in separate “performance assessment procedures
”. 
This document will regularly be updated in the EDMS folder, so please check in EDMS doc link that your document version is up to date. 

2. Purpose

For the different stages of commissioning (i.e. hardware commissioning/cold check out, offline system commissioning and commissioning with beam), this document 

· Lists the system components which will be the object of the tests. 

· Defines the conditions required to start testing, those required during the tests, those which determine the successful completion and the infrastructure required for these tests

· Describes in detail the procedures which will be applied for these tests and their sequence
· Defines the expected results
This document is the reference document for the BLM MTF-checklist which will be used during these commissioning tests. By consulting the MTF the current hardware commissioning status of the instruments can be retrieved at any time.

The interfaces to the machine protection system are tested, but the overall integration of the BLMs into the MP system is covered in a separate document [1], which also in the case of the BLMs covers the performance assessment with beam.
3. The standard infrastructure components

The full functionality of the standard infrastructure components is a prerequisite for instrument commissioning, and the testing of these components is out of scope of this document. Nevertheless they are explicitly listed, and for the purpose of this document are assumed to be fully functional.
3.1 The BI VME cRAtes & Racks
Each instrument is controlled by a BI front end computer (FEC) installed in a VME crate. The standard functionality of these FECs will already have been commissioned following the procedure described in https://edms.cern.ch/document/750985 .
Timing & telegram must be functional, but their detailed configurations are part of the specific instrument.

The infrastructure provided by the racks (power, mechanical mounting, cooling & ventilation) is described in the LHC-BI-wiki ( http://bdidev1.cern.ch/bdisoft/operational/abbdilhctb_wiki/ ).

3.2 Local WIFI ethernet

In all LHC surface buildings and underground areas a WIFI infrastructure is available allows verifying a large part of the tests foreseen in this document. It is recommended that all installations taking place around the LHC be done with a portable PC with WIFI capabilities. To allow accessing the systems on the LHC technical network it is recommended to access the BI servers via Exceed or remote desktop connection.

3.3 LOCAL Linux PC & consoles
In addition to this WIFI infrastructure, some local Linux PCs (carrying specific SW and interfaces) and standard CO consoles (remote terminal screens) are also installed in BI strategic locations. These locations are described in http://bdidev1.cern.ch/bdisoft/operational/abbdilhctbwiki/Ctrl/InstEtagere.

3.4 THE BI ServerS

The BI Linux server bdisrv1 and Windows Application Server bits01.cern.ch will be used to run BI applications and store our monitoring acquisitions during the remote diagnostic tests.

3.5 Error reporting infrastructure

The infrastructure should become functional with FESA version10, but details are still unknown. 
3.5.1 Post-mortem

The standard post-mortem triggering and data retrieval mechanisms are used, which are described at http://bdidev1.cern.ch/bdisoft/operational/abbdilhctb_wiki/Ctrl/PostMort .
3.6 The Standard Software TOOLS
These tools are part of the standard software infrastructure, which is provided by CO and BI-SW in the context of the accelerator control system at CERN.
3.6.1 SSH, FEC startup and monitoring
SSH will be used to log into a Linux-workstation or FEC, in order to execute programs and to monitor and control process activity without a graphical interface. It can be used from Linux (ssh user@system) or Windows ( PuTTY )
The Linux command:
/mcr/reset/rem-reset <hostname>
will be used to reboot the FEC <hostname> and monitor the boot sequences through the build-in remote console feature of the fan-tray (there is no equivalent from Windows).
3.6.2 timtest

Timtest is a program provided by AB-CO-HT which can be run on the FEC to investigate and monitor machine timing reception. Only some simple features will be used by the instrument specialist to allow a quick timing diagnosis, the usage is described in the BI-SW-wiki at: 
 http://bdidev1.cern.ch/bdisoft/operational/abbdisw_wiki/FAQ/Timtest 
3.6.3 THE FESA Navigator

The FESA navigator will be used to control, monitor and diagnose the different FESA servers running in the FECs. These are mainly the LTIM (machine timing) server and specific instrument classes. The navigator can be efficiently used when navigator-automations for specific tasks on instruments are loaded and executed.
3.6.4 The BLM concEntrator
The BLM concentrator is a gateway provided by CO specifically for the BLM system, in order to provide proper scaling behaviour and safety relevant stability and behaviour. This concentrator, provided by LSA, will be the only means to access the 1Hz 'Logging' data..  The concentrator will subscribe to each front-end to get data for 256 channels, republishing all valid monitors to the final clients.  In the case where a front end has less than 256 monitors installed (where some channel identifiers are marked as SPARE), the concentrator will discard the unused channels and not republish them.  This will have the effect of reducing the 6400 (256*25) possible channels, to the ~4000 which actually have monitors connected on them.  In addition to republishing the data, the concentrator will also cross-check that the channel index to monitor name mapping supplied from the front-ends, matches that defined in the LSA database.

3.6.5 The ROSALI Application

The ROSALI (Rapid Online Software ALgorithm Implementation:  http://bdidev1/bdisoft/operational/applauncher.php?launch=ROSALIGUI ) application is an application program running on a Linux or Windows workstation, which permits to execute pre-defined data-acquisition and analysis sequences within the accelerator control system. This tool is provided by AB-BI-SW and it will be used to assess the quality of the instruments.

3.6.6 The Beam Synchronous Timing Expert Application

The Beam Synchronous Timing expert application will allow the monitoring and diagnostic of the operational BOBR cards and their bunch and turn synchronisation.
3.6.7 The AB-BI-SW web site
The LHC chapter of the AB-BI-SW section web site
 will contain all the necessary information to develop, run and maintain the corresponding instrument software. It will in particular 
· provide a link towards this document
· provide links to the public instrument interface

· provide documentation about the software
4. GENERAL conditions required for testing
4.1 Infrastructures

Nominal operating conditions in the concerned underground and surface areas are required for: 

· The electrical distribution system 

· Ethernet

· The General Machine Timing

· The Beam Synchronous Timing.
All the standard CO central services (boot sequence servers, nfs and terminal servers, CCC, CCR network, database FEC configuration, FEC build chain,) necessary to boot, access and investigate any problems on the FECs are vital for the success of the tests.

We hope to be able to rely on the TS GTPM application (Gestion des Pannes Majeures) to know the current state of the standard services (Access, 220V, general timing distribution and Ethernet) in every related surface and underground zone as soon as it will be made available.
Furthermore the conditions required to start and perform these tests are:

· Interconnection of cryostats performed in the sector

· Installation of front-end mini-racks, crates, fan Unit supervised by AB/BI/BL.

· Optical fibre terminations supervised by AB/BI/BL

· BLM detector installed by supervised by AB/BI/BL

· ‘daisy-chain’ high-voltage and signal cables supervised by AB/BI/BL

· Installation of BLM electronics supervised by AB/BI/BL

4.2 The BI VME Crates
The BI VME crates under test have to be commissioned (see https://edms.cern.ch/document/750985 for details) and operational.
5. General Safety Issues

The physical interventions corresponding to these tests are covered by dedicated task descriptions (mainly task 1, 2, 6 and 7 in the hardware commissioning context) in the BI Overall Health and Safety Plan ( https://edms.cern.ch/file/713428/1/PPSPS_BI_Latest.doc ) and the corresponding ‘Authorisation d’Ouverture de Chantier’ ( https://edh.cern.ch/Document/AOC/2541612 up to 06/08/07 ).

5.1 The risks induced by the tests & the compensatory measures

5.1.1 Work in the tunnel

For the equipment installed in the underground areas, every participant will have the standard security equipments (Biocell, security shoes, helmet and lamp) and follow the orders given in the corresponding task descriptions.

5.1.2 Security Training

The necessary training for the corresponding ‘Habilitation Electrique’ has been defined and requested for every participant.

5.2 safety panels and Signs

In general, no specific panels or signs are required during these tests. Exceptions will be described in the steps concerned.

5.3 Machine Protection

Great care must be taken during testing with beam with respect to machine protection, if the instrument implements an interface to MP. The specific conditions are laid down in written together with MP experts, and at certain testing stages the presence of a MP-specialist might be required.
5.4 Access Conditions

In general, no access limitations are required during these tests. Exceptions will be described in the steps concerned.
6. Beam Instrumentation Commissioning Planning

BI follows as much as possible the LHC planning to deploy and commission its instruments in the different sectors of the machine. The time estimation of our commissioning interventions is given in the procedure descriptions.

But, due to contingencies (HW, SW or people availability…), some steps in the procedures may have to be done after the dedicated installation or commissioning slot. Late interventions will also be necessary to deal with sudden hardware failures, or as part of problem follow-up.
All these late interventions will be made in agreement with the HWC team and when the conditions required for these interventions are met. 
7. Dealing with technical Problems

Technical problems appearing during installation and commissioning phases will be solved during this test period whenever possible, in an ad-hoc manner.
· Faulty boards, short cables, crates… will be replaced by correct ones etc. 

· For long cables, spare connections will be used whenever possible
· Software and communication related problems should be detected at an earlier stage if possible, so that testing the entire instrument is feasible from the start. General infrastructure problems must be well distinguished from instrument SW problems. For infrastructure problems the support of AB-CO during the tests is required. 
· Problems which have an impact on day-to-day operation planning are discussed ad-hoc with the engineer in charge (EIC) and/or operator in the CCC.
In case of faulty equipment, traces of the problem will be kept in the equipment MTF whenever necessary. The evolution of the commissioning can be followed with the step reports on our instruments: (https://edms.cern.ch/asbuilt/plsql/mtf_urep.start_urep?p_ure_code=48).
In case of faulty infrastructure, traces of the problem will be kept in the commissioning MTF as a non conformity whenever necessary (for instance in case of a bad optic fiber).

It will most probably not be possible to solve some of these problems during the commissioning phase. In these cases, later interventions will be necessary (see previous chapter), which will be discussed and prepared in coordination with the CWG and other relevant committees.

8.  Beam Loss Monitors:  SyStem Architecture

The BLM system is comprised of some 4000 monitors (3700 Ionisation Chambers and 280 Secondary Emission detector) distributed around the machine. The principle of the system is to measure outside the cryostat or the vacuum chamber the secondary shower particles created by protons or ions impacting on the vacuum chamber.  When at least one signal is over a pre-defined threshold, the BLM system triggers a beam dump to protect against damage of equipment and prevent quenches of magnet coils.

When the LHC is in “safe beam” mode some of these signals can be masked in order to avoid early beam dumps, to get higher operational availability. 

The derivation of the thresholds is based on a combination of several simulations (loss maps, secondary shower development, quench level, detector response) and verification measurements. 
To ensure the specified reliability level of the system, some of the tests presented here have to be done regularly (see G. Guaglio, PH-D thesis, CERN-THESIS-2006-012, CERN-LIB), namely before every fill. An overview of the system architecture can be found at [2].
[image: image1.wmf]
8.1 The monitors
These can be grouped into 2 distinct monitor types: ICs [3] and SEMs [4]:

Table 8.1: The monitors of the BLM system
	Monitor type
	Nb of monitors
	Description

	IC
	3700
	Ionisation chambers

	SEM
	270
	Secondary emission monitor


· BLMQI and BLMQS: monitors at the regular places of the quadrupoles. The last letter gives the monitor type: I for IC, and S for SEM.
· BLMEI: IC installed at irregular (exceptional) places.
· BLMDI and BLMDS: IC or SEM installed in the two dump lines.
· BLMM: generic name (placeholder) for a mobile monitor (not installed). 2450 channels for mobile monitors are available.
· 
· For the monitors which are installed in the LSS the front-end electronics is regrouped in the UA, RR, UJ or USC areas, and connected via coaxial and multi-wire cables.
There is no bakeout.

8.2 Tunnel equipment (ARC Front-end electronics and cabling)
8.3 In the ARC the front-end electronics is placed beneath the SSS. It
 is comprised of one yellow mini-rack containing: 
· 1 3U electronics crate (shared between BPM and BLM)

· 1 fan unit

· 1 fibre-optic patch panel

· 1 protection cover

· Low voltage power supply per 3U crate
For the HV (~1500V) power supply of the monitors, there is one wall mounted patch-box per mini-rack (up to 8 monitors of the same kind IC or SEM).
In the broad sense there is no intermediate electronics.
8.3.1 cabling towards monitors
· Coaxial signal cable from each monitor to arc mini-rack.
· Coaxial power cable from patch box to the first monitor.
· Coaxial power cable daisy chain between up to 8 monitors.

· Coaxial power cable from last monitor to arc mini-rack (test of HV).

8.3.2 electronics
· Charge to frequency converter

· Multiplexer

· Optical data transmission to surface electronics
A group of up to 8 nearby monitors, either ICs or SEMs, is digitized, multiplexed and transmitted through a laser fibre link, using current to frequency conversion (this converter is named BLECF). 
The multiplexing inside the front-end electronics takes place in the implementation, but inside the BLETC the data is digitally de-multiplexed again to obtain the data functionally per single monitor.

8.3.3 The data stream is transmitted to the surface threshold comparators (BLETC), using redundant optical fibre links. Two groups of each 8 monitors feed into one threshold comparator BLETC.

8.4 Front-end equipment for LSS monitors
The LSS front-end electronics in UA, RR and UJ is grouped in the BI rack BY02. This rack contains 3U electronics crates (similar to the arc crates), a corresponding number of fan units and a fibre-optic patch panel. 



For each octant two high voltage power supplies are used to supply the monitors with bias voltage, one being redundant.

8.4.1 cabling towards tunnel equipment
· Coaxial signal cable from each monitor to a wall mounted patch box
· Twisted pair multi-wire signal cable from patch box to the LSS front-end electronics in UA, RR and UJ.
· Coaxial power cable from patch box to the first monitor, between the monitors and back to the LSS front-end electronics.

8.4.2 electronics

Same as 8.2.2
8.5 Back-end equipment (surface electronics)
· VME crates

· Threshold comparator cards with optical receiver and de-multiplexer
· Combiner card

· CIBU (interface to BIC)
8.5.1 cabling towards tunnel equipment
8.5.2 Optical transmission via redundant lines from front-end electronics. The connection of the individual BLM monitor channels to the corresponding VME crates is documented in detail in the BLM slot MTF. All channels are transmitted to the collector, but spare channels which are unused are masked by software, see chapter 3.7.4.
8.5.3 electronics
8.6 All digital acquisition electronics is regrouped in the SR building (SX at IR4) at each LHC access point. In these areas the electronics are grouped in the BI rack BY02. One SR building covers the corresponding octant, i.e. a half sector L and R. Hardware commissioning of a complete sector therefore requires the use of 2 operational SR infrastructures.
8.7 software 
The software interfaces, real-time behaviour and instrument usage specifications are described in the LHC Interface Software Specification (LIDS) pages at:

http://bdidev1.cern.ch/bdisoft/development/BDI-Domains/bdeyelids/bdeyelids.php?currentSelection=DE&currentDomain=LHC&currentInstrument=BLM
8.7.1 device – monitor mapping

There is exactly one FESA software device for each FEC. 
8.7.2 synchronisation




Not applicable
8.7.3 real-time performance

Stephen Jackson
The real time behaviour is defined by the FESA framework.  It is foreseen to have a single process (no split real-time and communications processes) and rely on the FESA thread model for concurrency between real-time actions and servicing of clients’ requests.  
 [

The real-time behaviour as specified. Ideally an UML RT-sequence diagram, and any treads, pre-empting etc. If there are no specific tests needed for this, the LIDS pages are enough. You can also take it easy and just say what is the measurement repetition rate. Depending on the complexity of the instrument. Delegate this to the SW specialist.
]
8.8 complete instrument

8.8.1 calibration

A possible baseline drift of the electronics is constantly measured and compensated by adding a bias current of up to 100 pA to the chamber signal.
[
? Most of the time this is complicated, and there is no point to go into details here. Make some general statements about how often you will calibrate, and which parts of the system are calibrated. Just give enough information so that the tests later on chapter 10 can be understood.

]
8.8.2 cross comparison
Not applicable
8.8.3 arbitration

In order to overcome single event effects and the low reliability of laser transmissions, a tripling of the digital CFC electronics with voting and a double optical link is used. CRC comparisons for the transmitted data allow a increase of availability if one link is not functioning. 
8.9 Software interface usage

Stephen Jackson
The system will be limited to 4 clients.  For the 1hz data (MAX DATA), a concentrator will have sole access to the FECs.  All other interested clients (including the fixed display applications and the logging clients) will pass via this concentrator to get the data.  For the XPOC data, OP will provide a client which will GET the data (no subscription) following a beam dump trigger.  For the Capture data, a dedicated client also provided by OP will have access .  Finally, the collimation data will be sent over a private UDP channel between the front end and the collimation supervisory system.
 [

List the specific clients, MP, data logging PM test, XPOC etc which are known and agreed on. Say what they are allowed to do. Can be a copy-paste from the LIDS, depending what you know. But no links please (makes it unreadable).
]

8.9.1 fixed display
8.9.2 Stephen Jackson
8.9.3 The fixed display will be fed data from the concentrator (i.e. no direct contact with the FEC).
8.9.4 data logging server
8.9.5 Stephen Jackson
8.9.6 The logging client will be fed data from the concentrator (i.e. no direct contact with the FEC).
8.9.7 operational clients
8.9.8 Stephen Jackson
8.9.9 There will be 4 operational clients.  The generic post mortem application, an XPOC client, a client for analysing the capture data, and the fixed displays.  In addition, the 1hz data will be made available to other clients via the logging client.
8.9.10 machine protection 
These issues are described in the EDMS document (number) “MPS aspects of the beam loss monitoring system commissioning”
9. Definition of the tests

9.1 notation

We define four commissioning scenarios: 

· initial first-time commissioning “10HWC”
· cold check-out  


  “20COLD”
· commissioning with beam 
  “30BEAM” --- not applicable
· quick self-check


  “40QUICK”
which contain each a sequence of tests to be performed.

Each test is identified with a label, and contains a list of steps to be executed. The label contains a sequence number, a blank space (for separation), a few descriptive keywords followed by sequence information within curly brackets. An example is:
20 Interlock Check {M, 1h, T U S, HWC COLD}
· step 1

· step 2

· ...
where the label is composed of: 
· “20” is the sequence number which is used for sorting and sequence purposes
· “Interlock Check” are descriptive keywords to characterize the test
· {M, 1h, T U S,  HWC COLD} is the sequence information, describing whether the test is

(1) Per Monitor (M) or per FEC (F)
(2) Time needed for the test: 
hours(h) or minutes(m) or seconds(s) per F or M
(3) Access conditions required (tunnel= T, UA, UJ, UX= U, surface= S)

(4) Used in commissioning phase (HWC, COLD, BEAM, QUICK)

The above example thus defines an Interlock Check which is done for each monitor, takes 1h per monitor, needs access to the tunnel, underground and surface locations and is performed during initial hardware commissioning and at cold checkouts.
9.2 Procedures in the MTF [in progress]
In order to clearly distinguish the tests for each procedure the tests are prefixed with a string, and become “MTF-labels”. The prefixes are for:

· initial first-time commissioning “10HWC-”
· cold check-out  


 “20COLD-”
· commissioning with beam 
 “30BEAM-” 
· quick self-check


 “40QUICK-”
Like this the four procedure types appear grouped together in the MTF, where the jobs are listed in alphanumerical ascending order with respect to their MTF-labels (which are the descriptions). The procedures for initial first-time commissioning, cold check-out and commissioning with beam will be performed by the instrumentation specialist and recorded in the MTF, the procedure for quick self-check is defined in this document but is performed by the CCC sequencer in an automatic way and the recording and management is done ad-hoc by the CCC crew.

Tests which are performed on a per-FEC basis are registered in the equipment MTF of the corresponding FEC, tests which are performed per -Monitor are in the MTF of the corresponding monitor. 
9.3 Scope and Limits of the procedures

At any time it might be necessary to suspend actual routine testing or operational exploitation of an instrument, and start specialist debugging. Imposing a procedural approach to a debugging activity generally does not lead to efficient working, since debugging means “collecting knowledge about a yet unsolved and potentially unknown problem”, and a procedure “lays down how to deal with known problems” only. During debugging the relevant tests in each architectural layer will be repeated several times, until satisfactory results are obtained. If the problem is then well identified and can be well isolated within its layer, there is normally no need to repeat all of the tests which are sequentially following. Depending on the situation, some test might become mandatory nevertheless (i.e. a recompilation of the software might entail a standard interface check, and a repaired connector might entail a signal transmission check).
As a consequence of well-targeted debugging the result status of a test procedure will usually become “non sequential”: all tests are OK and passed, but they have not been performed strictly in the required order. This un-sequential testing can be easily detected by looking at the time-stamps of the test results in the corresponding MTF folders. Therefore the result of the whole procedure has less value, in the sense that the statement:  “the instrument is working properly”, has less confidence. This is a potentially dangerous situation, but a systematic re-testing of all higher-sequence steps cannot be enforced using the MTF, and might also turn out impractical. It must be left to the project leader, the instrument specialists and the management to decide on a case by case basis if the obtained confidence is sufficient for machine operation at a given point in time, or prescribe parts or all of a test-procedure. For major repairs nevertheless the full procedure should be performed so that all results are in the prescribed sequential order, giving the optimum confidence and quality of the test result.

If some of the tests are not passed for known reasons, this negative result obviously has to be recorded in the corresponding MTF folder. Within the scope of this activity this should be taken as a compliment for thorough testing, and not as a criticism for a badly performing instrument. 
10. tests for the BLM
The following tests will be performed during the hardware commissioning of the BLM system. 

One engineer with at least one technician shall be engaged in this test program, for which the overall responsibility lies with AB/BI. Differences arise from the different distances between the detector locations and the data acquisition crates. Installations in the arcs allow a direct conversation between the person who manipulates the cabling and the person who observes the crate measurement instrument. Installations in the long straight sections and in the dump lines require telephone contact for these tasks.

The LHC beam loss monitors are foreseen to be hardware commissioned during the electronics installation phases. Independent tests of each monitor and each channel will be made by AB/BI/BLM to validate the connectivity and the topology of the system. All these tests are referenced in the MTF database.

All testing steps needed for initial first-time commissioning, cold check out and quick self-testing are listed and defined in this chapter. There are no tests with beam. The structure of this chapter follows the functionality and architecture of the instrument, so that the tests corresponding to each functional layer are grouped together.
10.1 Front-end equipment (tunnel and alcoves)
10.1.1 monitors and cabling towards monitors
These tests have to be done per FEC, and the scope covers also all monitors at the same time. 
110 Tunnel Cables Test and Functional Test {M, 5m, T, HWC} (was MTF test 10-BLM Property6: LC(offset) w/cable&M-r)
· Cable identification check (TS/EL sticker + AB/BI specific sticker)
· Cable continuity check; particularly verify if there are no conductors swapped
· Test of insulation, correct interconnection and current limits 
· The crate shall be equipped with a test card to record the measurements.
· Measure the leakage current (offset) with the cable and the monitor connected. The measured current on all channels shall be below 0.5 pA.

· 
· 
· 

111 Tests of insulation, correct interconnections and current limits {M, 5m, T, HWC} (was MTF test 10-BLM Property7: Signal via source w/cable)
· At the location of the detector the signal cable shall be disconnected and a current source shall be connected to each signal cable. The correct channel labelling shall be checked by observing channel by channel the current signal at the test card

· Any inversion of cables shall be corrected

· In case the measured currents are outside the limits the corresponding cable shall be changed

· In the event that the measured current is still outside the prescribed limits after a change of cable, a CERN specialist has to be informed to correct the installation

MTF “20-BLM” is not a test. It is the description of the complete acquisition chain from the including the channel mapping and the firmware versions.

· 
· 
· 

· 
· 
10.1.2 electronics


· 
· 
· 
10.2 back-end equipment
10.2.1 

· 
10.2.2 cabling towards Tunnel equipment

· 
10.2.3 electronics

230 Threshold Channel and matrix Test {F, 5m, -, HWC QUICK} (was MTF test 60-BLM Property1: Threshold/Ch Matrix Test)
· before each fill
· Threshold table, channel parameters (e.g. electronics card number) and channel mapping (matrix for maskable/unmaskable and connected/unconnected) are compared to the one stored in the data base
· 
230 Beam permit transmission from all threshold comparators to the last combiner card {F, 5m, -, HWC QUICK} (was MTF test 60-BLM Property3: UBP Check BLETC to BLECS)
· before each fill
· for maskable and un-maskable channels
· Beam permit transmission from all threshold comparators to the last combiner card
230 Beam permit transmission from all threshold comparators to the last combiner card {F, 5m, -, HWC QUICK} (was MTF test 60-BLM Property4: UBP Check BLECS to CIBU)
· before each fill
· for maskable and un-maskable channels
· Beam permit transmission from each combiner card to the “controlls interlock beam user” (the interface to the BIC in the VME crate).

· 
· 
· 


· 
· 
10.2.4 vme services

The FEC is rebooted remotely and the whole instrument must become operational after the start up delay. Any self-tests must be completed successfully, and without external interventions. Verify the FEC configuration. Traces for future reference are to be recorded: Boot-log from the terminal and messages from the system.

240 Front End System Test {F, 1h, -, HWC}
· Verify FEC configuration

· Remote-reboot all VME crates, check no errors are present, record trace

· Check central timing (use FEC timing diagnostics, record results)

241 Front End Software {F, 1h, -, HWC COLD}
· Check that all relevant software services are running stable, record a trace (“ps axt”)
· Check that acquisition is alive by reading 10 pA data. 

· Check FEC timing and synchronisation behaviour: measure RT execution times using Fesa 2.10 tools 
· Check the physical installation of the DAB cards using the ‘status’ fields in the Acquisition property.  It is possible to have a bad installation of a card, resulting in the data being corrupted as it is transferred from the CPU (normally an address line problem).  Re-inserting the card can often solve this problem

· Where possible, check the capture, XPOC and post mortem data triggering by send the appropriate timing events
Stephen Jackson
10.3 Hardware Dedicated interfaces
10.4 machine protection

410 Disabling of user beam permit {F, 5m, -, HWC} (was MTF test 60-BLM Property2: TTable User Beam Permit T)
· Tested all 16 channels, all 12 running sums and all 32 energy values of one threshold comparator, each time a new firm ware is installed – test of firmware.
· On each channels, each running sum and at each energy in the threshold comparator is brought above the abort threshold (increasing the signal and/or lowering the threshold value).

· Check if firmware correctly identifies the channel above threshold.
10.4.1 Energy reception

410 Beam energy reception test {F, 5m, -, HWC QUICK} (was MTF test 80-BLM)
· The LHC energy information is sent via the “slow timing” to the CTRV (VME card) and from there to the BLECS (which distributes it to all TC in parallel)
· The details (including the starting point) of this test is not yet defined

· A pre-defined time sequence of energy values is sent via the slow timing, and the BLECS verifies that it has received the correct sequence.
10.5 Software public interfaces

All public SW interfaces are tested from the application software layer, in a standard operation-like manner (no stress test). The instrument must react consistently and repeatable, without requiring external intervention.  

300 Public Interface {M, 1h, -, HWC COLD}
· Check basic functionality (GET/SET) of all public interfaces using the FESA Navigator or ROSALI. Check that values are within their legal range.

· check that data rates as specified are kept under normal operational conditions for all public interfaces

· Stephen Jackson

10.6 software dedicated interfaces

10.6.1 Post mortem
After the reception of a post-mortem trigger the PM-data buffer of the public interface has to be available, frozen and consistent. A post mortem dump has to be recorded for future reference.

410 Post Mortem {M, 1h, -, HWC COLD}
· Generate a testing post-mortem trigger, either manually or remotely.

· Check the post-mortem acquisition (BLM expert application)

· Check the post mortem acquisition (PM system)

· Logging 
· continues without interruption during PM data buffer readout
· Stephen Jackson

10.6.2 Data Logging

420 Data logging {M, 1h, -, HWC COLD}
· Together with DB specialist, check that data logging is configured correctly
· Check database logged values with a running instrument (can be simulated values)

· Logging continues without interruption
· Invoke a capture data and XPOC data request and monitor the effect on the logged data

· Stephen Jackson

10.6.3 




· 
· 
10.6.4 XPOC
410 XPOC {M, 1h, -, HWC COLD}
· Generate a testing XPOC trigger, either manually or remotely.

· Check the XPOC acquisition (BLM expert application)
· Check the XPOC acquisition (XPOC system)

· Logging continues without interruption during XPOC readout (?)
· Stephen Jackson

10.6.5 Study data
410 study data {M, 1h, -, HWC COLD}
· Generate a testing “study data” trigger, either manually or remotely.

· Check the study data acquisition (BLM expert application)

· Check the study data acquisition (OP application)

· Logging continues without interruption during study data buffer readout
· Test behaviour of clients if 2 conflicting capture data configurations are sent
· Stephen Jackson

10.6.6 collimation data
410 Collimation Data {M, 1h, -, HWC COLD}
· Generate a testing collimation trigger, via the CSS.

· Check the collimation data that was sent over UDP (specific property in the API used for debugging only)

· Check the collimation data acquisition (collimation system)

· Logging continues without interruption during collimation data readout
· Test that the collimation data is sent during a capture data request and a post mortem data request
· Stephen Jackson

10.6.7  
10.6.8 




· 
· 
· 
· 
· 
· 

· 
· 
· 
· 


· 
10.6.9 real-time performance

470 FEC runtime load {F, 1h, -, HWC COLD}
· Under operating conditions, using several clients:

· Check that the average CPU load is below 0.5

· Check that memory reserves are sufficient 

· Check run-time stability of the whole FEC over several days (timescale larger than 1 complete LHC filling + collisions)
· Monitor the status of the 16 DAB cards.  They should all read similar status values.
· Stephen Jackson

[
Delegate this to the SW specialist: he/she will know what tests for this specific instrument are needed: 
· Scheduling

· Stability

· Rt performance

· worst case...
]
10.6.10 settings and persistency

Once the calibration is done and all relevant settings are determined, they are entered into the system, using the public software interfaces. These settings must not be lost in case of a system failure or reboot, and they are needed for future reference and comparison. Therefore a backup of the initial instantiation data for the whole instrument is taken. A persistent data snapshot should be stored as well, where appropriate.

480 System Settings and Persistency {F, 1h, -, HWC COLD}
· Enter all HW and SW specialist settings. 
· Make a backup of instance data
· Reboot the systems remotely
· Update channel names / threshold data.  Read back the data after a further reboot to make sure it was stored in the non-volatile memory correctly.
· Stephen Jackson

10.6.11 error reporting

[
This is a bit of wishful thinking. Nevertheless some thoughts are here, if you have an easy and reversible way to produce the most common errors this would give some great tests. Most systems fail because they do not recover correctly from error conditions. Putting in effort here is certainly well spent-time...

]
An out-of-nominal condition will be reported by the instrument on at least WARNING level. Generally, most failures occur during initialisation or out-of-nominal conditions, and a stable and precise reporting is essential for quick problem solution. Also it is vital that the instrument itself is robust and stays “alive” even in abnormal conditions, so that at least the reporting will continue to work. It is not at all trivial to consistently test error behaviour, because this would imply producing all possible errors beforehand. Nevertheless a few basic hardware errors can be produced easily and should be reported by the software: disconnecting and reconnecting certain signals on the VME electronics should be sufficient.   
490 Error Conditions {M, 1h, -, HWC}
· Check Error reporting:  disconnect or simulate out-of-nominal acquisitions and check error-reporting and stability. (Use bad specialist settings to produce errors: The point is to see errors reported. The optimum solution would be to put the instrument SW into a special state where it spits out all errors it has defined in a sequence)
· Check instrument software survey tools / LIDS
· Reboot and recover reference settings (restore backup file)
· Stephen Jackson

10.7 complete instrument
10.7.1 Full acquisition chain
113 10 {F, 1m, -, HWC QUICK} (was MTF test 40-BLM)
· Check the connectivity up to the surface card before every fill 

· Modulate the high tension with a sine wave

· Acquire modulated monitor signal, and check

113 Acquisition Chain Test via test signal, P1:100pA/84 sec run.sum {F, 1m, -, HWC QUICK} (was MTF test 30-BLM, P1:100pA/84 sec run.sum)
· Performed in sequence with the HV modulation test
· The bias current is increased by 100 pA and the 84 second running sum is measured and checked. Bias current reduced to previous value.

114 monitoring 10 pA {F, -, -, HWC CONTINOUS} (was MTF test 30-BLM, P2:10pA/84 sec run.sum)
· continuous check of the tunnel electronics : each minute the integrated injected current offset is acquired through the standard acquisition chain and the 84 second running sum is verified
· The bias current is regulated in a control loop(possibility to correct for eventual offset in the electronics – e.g. ageing effects)  so that a 10 pA offset is measured.
· the combiner BLECS verifies signal levels


· 
· 
520 Functional test of full acquisition chain with Radioactive Source {M, 5m, -, HWC} (was MTF 50-BLM)
· The procedure for this last test will be described in a dedicated document made in collaboration with TIS. The purpose is to create a signal on the chamber with the RA source and check its presence in the corresponding DAB card channels
· the event that the measured parameters are outside the prescribed limits, a CERN specialist shall be informed to correct the installation
· Create a signal on the ionisation chamber with the RA source
· Check the presence of signal in the corresponding DAB card


· 
10.7.2 

· 
10.7.3 emc test
530 EMC Test {F, 2h, -, HWC} (was MTF 70-BLM)
· The 40 us and 1.3 s running sum are measured with possible interference sources switched ON and OFF
· Possible interference sources are:

· Collimator jaw motors
· Kicker magnets

· …
· 
10.8 Software interface usage conformity

They will follow the general LHC commissioning schedule, and sometimes can be done on an ad-hoc basis parasitically. The objective is to ensure the correct usage of our SW interfaces in order to fully exploit the functionality ensuring the required stability. The software interfaces have to be used correctly, specifically only public interfaces are used in the CCC, RBAC restrictions are defined applied correctly, subscriptions are handled as specified in LIDS.

These tests will require a small amount of parasitic or even dedicated MD-time, since the instrument might be unreliable for other users during testing.

10.8.1 
10.8.2 
10.8.3 operational clients
630 Concentrator server (XPOC, study data, post mortem, collimator server, CCC fixed display, data logging) {M, 2h, -, COLD? BEAM}
· Based on a list of main clients provided by the CCC:

· Check that all clients automatically interpret the arbitration flag correctly

· Check the update frequency for each client

· Data consistency for each client

· Error reporting for each client

10.8.4 
10.8.5 

· 
· 
· 
10.8.6 CCC Sequencer
660 CCC Sequencer Integration {M, 2h, -, HWC COLD}
· 
· …
11. ProcedureS for BLM commissioning
[

 This is a example for the DC-BCT. Procedures vary of course for different instruments, but the structure stays the same 

]

The procedures list the sequence of steps, which are defined in the previous chapter, the prerequisites, the access conditions, and the estimated test duration under normal conditions, for

· Initial first-time commissioning
· Cold check-out procedure
· Commissioning with beam
· Quick Self-Test 
However, due to the complexity of some situations and their unpredictability, the given procedures might still be incomplete, and will be subject to updating and changes following the experiences.

To improve readability an “(M)” (for MTF per monitor) or “(F)” (for MTF per FEC) is added to the column “test duration” in the procedure tables.
The MTF equipment folder for the monitors can be found at:
https://edms.cern.ch/asbuilt/plsql/mtf_urep.start_urep?p_ure_code=48
->“Beam Instrumentation”->”BI DC Beam Current Transformer for the Rings”->

(continue)->(select monitor)->Tab “Installation and Commissioning”

The MTF equipment folder for the FECs can be found at:

https://edms.cern.ch/asbuilt/plsql/mtf_urep.start_urep?p_ure_code=48
->“Beam Instrumentation”->”BI VME”->(continue)->”BVCRA.SX4.BCTDC<X>”
->Tab “Installation and Commissioning”
11.1 procedure for initial first-time commissioning
The initial first-time commissioning procedure is a complete test including hardware, cables, electronics, functionality, calibration, machine protection, data transmission and interpretation. This test will be required after major installations or upgrades.
The LHC Beam Loss Monitors are foreseen to be hardware commissioned during the  installation phase.
11.1.1 Entry conditions
Before commencing hardware commissioning the following infrastructure has to be in place and, where applicable, operational:
1. VME chassis installed and tested. This is under the responsibility of AB-BI (ref. LHC-B-TP-0001.00).




2. 
3. VME modules such as CPU, BLETC, BLECS, CTRV and BOBR have to be installed 
4. 
5. 220V and Ethernet operational
Table11.1: Initial first-time commissioning procedure
	MTF-label
	Tunnel
	UA/UJ
	Surface
	Total duration for all monitors, FECs  [h]
	Extra Prerequisite

	10HWC-100 Monitor Test 
	X
	X
	X
	1 (M)

	+LHC in shutdown mode

+ Infrastructure

	10HWC-200 Tunnel Cables Function test
	X
	X
	X
	1(M)

	

	10HWC-210 Tunnel Cables Function Test
	X
	X
	X
	1(M)
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11.1.2 The status after the first-time commissioning

After the successful installation and hardware commissioning, the status of the BCTDC will be as follows:

· The hardware is fully installed

· The cables are connected to the monitors.

· The interlocks used to protect the BCTDC during the bake out are working

· The tunnel electronics cards are working under test conditions
· The surface electronics cards are working under test conditions

· The digital acquisition electronics are operational

· The software runs

· The BCTDC are calibrated

· The DC beam current signal can be read as noise in the CCC

The status of the BCTDC after this test is “operational for the first time”.

11.2 procedure for Cold checkout

The cold checkout procedure includes testing of the whole instrument on all architectural layers: monitor, front-end electronics, cables, VME-electronics, timing, data treatment, publishing, network transmission and machine protection interface.  This test will be required after each machine cool-down, and at least once after each shutdown. This test is done without beam.


If the “initial first-time commissioning” procedure has been successfully passed before within a reasonable time-window, the corresponding tests which appear in both procedures may be skipped.

11.2.1 entry conditions 
For tests 11, 20, 30 accesses to the tunnel must be granted.

Table11.2: Cold-Checkout Commissioning procedure
	MTF-label
	Tunnel
	UA/UJ
	Surface
	Total duration for all monitors, FECs  [h]
	Extra Prerequisite

	20COLD-100 Monitor Test 
	X
	X
	X
	1 (M)


	+LHC in shutdown mode

+ Infrastructure

	20COLD-200 Tunnel Cables Function test
	X
	X
	X
	1(M)


	

	20COLD-210 Tunnel Cables Function Test
	X
	X
	X
	1(M)


	

	...
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


11.2.2 The status after the COLD check-out tests

After the successful installation and hardware commissioning, the status of the BCTDC will be as follows:

· The interlocks used to protect the BCTDC during the bake out are working

· The tunnel electronics cards are working under test conditions
· The surface electronics cards are working under test conditions

· The digital acquisition electronics are operational

· The software runs

· The BCTDC are calibrated

· The DC beam current signal can be read as noise in the CCC
· The data delivered to the machine protection system is correct

The status of the BCTDC after this test is “operational after cool-down”.

11.3 Commissioning with Beam

The commissioning of the BCTDC with beam has the aim to verify the system under real-world conditions, and to verify the correctness of the integration for machine operations. Initial comparisons and cross-calibrations are done, in order to gain confidence in the instrument. The quantification of the precision of the intensity reading for all nominal operation scenarios, to identify performance limiting factors, is described in a separate document: “Performance Assessment Procedure for the LHC Ring DC BCT”.
11.3.1 entry conditions required

Beam of sufficient intensity must circulate in the LHC, in the ring corresponding to the monitor. 

Table11.3: Commissioning with Beam Procedure
	MTF-label
	Tunnel
	UA/UJ
	Surface
	Total duration for all monitors, FECs  [h]
	Extra Prerequisite

	30BEAM-630 Acquisition Comparison fast-BCT 450 nominal 
	
	
	
	2 (M)
	Stable beam 1 PS batch

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


11.3.2 The status after the commissioning with beam

The DC-BCT will measure the beam intensity and the lifetime for nominal beams, the correctness of the results is assumed sufficient for primary LHC running-in scenarios, and the instrument is fully operational with beam. It is also assumed that after this procedure the instrument works reasonably well during acceleration ramps and at 7TeV. 

Further “performance assessment procedures” will structure the assessment of the measurement quality within the framework of a post-commissioning activity, which will be lead and coordinated by BI for this instrument.   
11.4 procedure for quick self-test

[

Some instruments can be quick-checked, and this quick-self-test can be triggered by the CCC under specific conditions, i.e. first injection, no beam present, etc...  For the instruments which do not have a quick self-test the whole chapter is dropped.

]

The self-test procedure includes testing of calibration, machine protection and data transmission. This test will be required before the LHC injects beam above the destruction threshold. The aim is to perform this test automatically as a part of a self-test sequence, which is initiated by the CCC. This procedure is defined here, but it will not be recorded by the MTF, but instead be automatically treated by the CCC-sequencer and the CCC-crew on an ad-hoc basis (no MTF-labels present).
11.4.1 Entry conditions

The CCC-sequencer must be fully functional and integrated with this instrument, and there must be no beam. The Machine protection system must be operational and fully integrated with this instrument, also with respect to this procedure’s test 101. This check can be triggered before each first injection, and requires no manual intervention.
Table11.4: Quick Self-Test procedure
	Name
	Duration per monitor [seconds]
	Pre Requisite

	40QUICK-621 Quick Calibration 
	1
	+ CCC specialist (automated)

	40QUICK-531 Safe Beam Flag Transmission 
	13


	+ machine protection SBF in test mode

+ MP specialist (automated)


11.4.2 The status after the Quick self-test

The self-test status will be recorded ad-hoc by the CCC. After successful completion of this procedure is:

· BCTDC is working

· BCTDC calibration is still valid 

· BCTDC interface to Machine protection for SAFE_BEAM flag calculation transmission is working
The status of the BCTDC is “ready for injection of beam”.
� �HYPERLINK "http://bdidev1.cern.ch/bdisoft/development/BDI-Domains/bdeyelids/bdeyelids.php?currentSelection=DE&currentDomain=LHC&currentInstrument=General"�http://bdidev1.cern.ch/bdisoft/development/BDI-Domains/bdeyelids/bdeyelids.php?currentSelection=DE&currentDomain=LHC&currentInstrument=General�
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